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ABSTRACT
Objective: To compare the knowledge accuracy of ChatGPT-4 and Google Bard in response to knowledge-based questions related to orthodontic diagnosis and treatment modalities.
Study Design: Cross-sectional comparative study.
Place and Duration of the Study: Department of Orthodontics, Rawal Institute of Health Sciences, Islamabad, Pakistan, from June 23rd to August 30th 2023.
Methodology: A comprehensive content analysis was designed based on a mini implant-assisted rapid palatal expansion (MARPE), clear aligners (CA), and cone beam computed tomography (CBCT), involving 30 questions for each category (total = 90) derived from recent review articles. Questions were prepared and presented to two large language models (LLMs): Google Bard and ChatGPT-4. Two independent raters evaluated the accuracy of the responses using a scoring system ranging from one to five, by comparing the answers to a standard key. Statistical analyses, including the paired sample t-test, were used to assess the performance of the two language models.

Results: GPT-4 demonstrated superior performance, outperforming Google Bard significantly in the MARPE, CBCT, and CA categories, and achieved a higher mean score. A p-value was found to be (p = 0.001) for MARPE and CBCT, while it was (p = 0.013) for CA. Overall, GPT-4 achieved a total score of 92.6%, surpassing Google Bard's which was 72%.

Conclusion: GPT-4 is more efficient than Google Bard in providing accurate and up-to-date information regarding recent trends in orthodontic treatment modalities.
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INTRODUCTION
The advancing field of artificial intelligence (AI) has seen a surge in popularity, notably with the advent of widely used chatbots such as Google Bard and ChatGPT. These sophisticated conversational agents, also labeled as large language models (LLMs) aim to furnish users with precise and current information across diverse domains, including complex medical problems, the interpretation of radiology reports, and the composition of scientific articles. Their efficacy in addressing various tasks, from diagnosing diseases to generating medical examination queries, has been subjected to varying degrees of scrutiny.

A recent study revealed that ChatGPT-3.5 demonstrated superior accuracy compared to its counterparts. However, neither GPT3.5 nor Google Bard exhibited flawless responses to all queries with absolute consistency. They cannot give a reason creatively, comprehend emotions, or exercise moral judgment. The advent of ChatGPT-4 in March 2023 marked a pivotal stride in Open AI’s pursuit of scaling-up deep learning. Functioning as a large multi-modal model, accepting both image and text inputs while producing text outputs, GPT-4, falling short of human capabilities in certain real-world scenarios, showcases human-level performance across professional and academic benchmarks. This latest iteration of ChatGPT is purported to possess enhanced problem-solving capabilities and a more extensive knowledge base.

Within the realm of dentistry, revolutionary strides in orthodontic treatment strategies have reshaped how oral healthcare professionals address issues such as tooth malalignment and bite problems. AI stands as a pivotal asset throughout the orthodontic workflow, serving as a decision-making aid and facilitating the development of more streamlined treatment approaches. AI applications are being used in dental diagnostics, cephalometric evaluation, skeletal age determination,
temporomandibular joint (TMJ) evaluation, decision-making, and patient telemonitoring. The integration of AI in orthodontics not only curtails costs but also expedites the diagnosis and treatment planning processes, potentially diminishing the reliance on manpower.

According to a recent study, both ChatGPT 3.5 and Google Bard generated responses were rated with a high level of accuracy and completeness to the posed general orthodontic questions by the patients. Similarly, Tanaka et al. assessed the reliability of ChatGPT 3.5 in answering orthodontic questions related to mini implants, clear aligners (CA), and digital imaging. Despite these advancements, ChatGPT-4 is recently introduced and the precision of information about recent developments in orthodontic treatment strategies, as provided by GPT-4, has yet to undergo comprehensive evaluation. Consequently, the objective of this study was to conduct an exhaustive content analysis, scrutinising the responses of GPT-4 and Google Bard to the questions linked with mini implant-assisted rapid palatal expansion (MARPE), CA, and cone beam computed tomography (CBCT) in orthodontics.

As internet access and smartphone usage continue to rise, the percentage of patients relying on AI-based platforms to obtain health-related information is increasing. Researchers claim that health information provided by AI tools can be false and should be used with caution. This study has the potential to guide orthodontic professionals, students, and teachers in understanding and relying on the capabilities of these AI tools in providing accurate and up-to-date information, specifically in the field of orthodontics. The objective of this study was to compare the knowledge accuracy of ChatGPT-4 and Google Bard in response to knowledge-based questions related to orthodontic diagnosis and treatment modalities.

**METHODOLOGY**

This cross-sectional study was initiated within the Department of Orthodontics at Rawal Institute of Health Sciences, Islamabad, Pakistan, from June 23rd to August 30th 2023. The Ethics Committee granted approval for the study. Initially, a pilot study was executed, during which, two reviewers independently scored ten questions from each category to calculate Cronbach's alpha for both Bard and GPT-4. The Cronbach's alpha for questionnaire reliability was 0.864 for Bard and 0.896 for GPT-4, both of which are deemed acceptable. The inter-rater score agreement with a 95% confidence interval was also determined for Bard and GPT-4, separately. The intraclass correlation coefficients were 0.760 for Bard and 0.811 for GPT-4.

A thorough content analysis was conducted using a total of 90 questions related to the most recent orthodontic diagnosis and treatment trends, focusing on MARPE, CA, and CBCT. A comprehensive online survey of recent meta-analyses and systematic review articles on these subjects was conducted using Google Scholar, Web of Science, and Pub Med search engines. A total of 20 recent review articles were collected for each category, and a pair of orthodontists, who were also authors, developed a questionnaire cantered on MARPE, CA, and CBCT. The orthodontists followed the procedures of prompt engineering while formulating the questions. The questionnaire initially comprised 50 questions on appliance design, activation, mechanics, treatment protocol, and recent advancements pertaining to a specific diagnosis and treatment approach. The researchers excluded irrelevant questions from the study through electronic randomisation, 30 pertinent questions were selected for each section of MARPE, CA, and CBCT. The answers to the questions were derived from the review articles. The textbook "Orthodontics: Current Principles and Techniques" by Lee W Graber (7th edition) was consulted to address any inadequacies or uncertainties, and a reference key was created to score the responses to each question. The questionnaire served as a guide, and each question was posed as a prompt to two AI tools, Google Bard Experiment (https://bard.google.com) and ChatGPT-4 Research version (https://chat.openi.com), with the initial response from both LLMs being considered as final. To evaluate the accuracy of the LLMs' responses, two independent raters with postgraduate qualifications in orthodontics were recruited. These raters assessed the accuracy of the LLM-generated answers based on the predesigned key. The scoring scheme was based on a scale, ranging from one to five. The average score of the two raters was considered the final. The detailed scoring method was as follows; 5 - highly accurate: The answer matched the key thoroughly; 4 - moderately accurate: The answer was mostly accurate with only minor differences from the key; 3 - somewhat accurate: The answer contained moderate inaccuracies that did not match the key; 2 - slightly accurate: The answer had considerable inaccuracies and did not match the key, and 1 - inaccurate: The answer was incorrect and did not match the key at all.

The scores obtained for each question in all three sections (MARPE + CA + CBCT) were summed up for both LLMs, and the percentage was calculated (Figure 1). The passing score was set as ¥ 80%.

IBM SPSS Statistics for Windows version 23 was used for the data analysis. The data were expressed as numbers, means, standard deviations, frequencies, and percentages. The results of the evaluators' scores were tabulated and compared using a paired sample t-test. All statistical analyses were performed at a significance level of p < 0.05.

![Figure 1: Steps of study design.](image)
Table I: Frequency of performance between Google Bard and ChatGPT-4.

<table>
<thead>
<tr>
<th>Question category</th>
<th>Number of questions</th>
<th>Google Bard performance</th>
<th>GPT-4 performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Frequency of questions</td>
<td>Score</td>
</tr>
<tr>
<td>MARPE</td>
<td>30</td>
<td>9 = Somewhat accurate</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>21 = Moderately accurate</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 = Slightly accurate</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12 = Somewhat accurate</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15 = Highly accurate</td>
<td>5</td>
</tr>
<tr>
<td>Clear aligners</td>
<td>30</td>
<td>6 = Slightly accurate</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15 = Somewhat accurate</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6 = Moderately accurate</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 = Highly accurate</td>
<td>5</td>
</tr>
<tr>
<td>CBCT</td>
<td>30</td>
<td>6 = Slightly accurate</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15 = Somewhat accurate</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6 = Moderately accurate</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 = Highly accurate</td>
<td>5</td>
</tr>
</tbody>
</table>

Table II: Paired sample t-test for questionnaire categories.

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Paired differences Mean</th>
<th>Standard deviation</th>
<th>Standard error mean</th>
<th>95% confidence interval of the difference</th>
<th>t</th>
<th>df</th>
<th>Sig. (2 tailed) p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MARPE</td>
<td>-0.800</td>
<td>0.761</td>
<td>0.139</td>
<td>-1.084 to -0.516</td>
<td>-5.757</td>
<td>29</td>
<td>0.001</td>
</tr>
<tr>
<td>Aligner</td>
<td>-0.700</td>
<td>1.442</td>
<td>0.263</td>
<td>-1.238 to -0.162</td>
<td>-2.659</td>
<td>29</td>
<td>0.013</td>
</tr>
<tr>
<td>CBCT</td>
<td>-1.022</td>
<td>1.022</td>
<td>0.187</td>
<td>-2.082 to -1.318</td>
<td>-9.109</td>
<td>29</td>
<td>0.001</td>
</tr>
</tbody>
</table>

RESULTS

A total of 90 questions (30 in each category) were analysed by two raters. Figure 2 shows the mean scores obtained by Bard and GPT-4 for MARPE, CA, and CBCT. The answers given by GPT-4 were more accurate than those given by Bard. Table I shows the frequency, percentage, and score for the questions in each category. ChatGPT-4 showed a better response in all three categories: MARPE, CA, and CBCT. A paired sample t-test (Table II) was used to compare Google Bard and GPT-4 scores. The p-values for all categories were statistically significant.

In summary, GPT-4 generally showed better performance than Bard in all three categories: MARPE, CBCT, and CA. The total score of the two LLMs was significantly different, with a higher score attained by GPT-4 (92.6%) than Google Bard (72%), indicating that GPT-4 passed the questionnaire with outstanding performance.

DISCUSSION

The results of this study underscore the varying proficiency levels exhibited by the two language models when tasked with simultaneously answering identical questions. Notably, GPT-4 outperformed Bard in assessing the knowledge of orthodontic diagnosis and treatment strategies. Figure 2 illustrates a higher mean score for GPT-4 than for Bard, emphasizing the importance of choosing the most suitable language model for specific tasks, such as staying updated on orthodontic knowledge.

LLMs are continually evolving. GPT-4 launched in March 2023, showing the ability to provide information on the latest literature in a given field. This advancement opens avenues for specialising in personalised tutoring, homework help, concept learning, standardised test preparation, discussion and collaboration, and mental health support. As described in Table I, both the LLMs did not answer any question inaccurately, however, ChatGPT-4 performed better. These results are comparable to those of a recent study, but that study used ChatGPT-3.5 to generate quality answers related to clear aligners, temporary anchorage devices, and digital imaging within the context of interest of orthodontics.
In this study, the answers given by GPT-4 were higher in accuracy than those given by Bard. The authors adopted a standardised method for presenting a single prompt for both LLMs. This was done to control the bias between the answers of the two models. The first answer to each prompt was considered the final answer in this study. It has been reported that Chat-GPT may potentially provide different and faster responses when asked the same question again or at different time points, whereas Google Bard generates three versions or drafts of each response. Consequently, all questions were posed only once, and the initial response was selected for further evaluation. There is also a crucial need for users to verify every single response from Chat-GPT with a qualified healthcare professional, as the model’s answers are generated on the basis of patterns on the data it was trained on and may not be accurate or safe. However, research shows that the prompt should be specific and should explain the context of the question. The results are even better if the user is proficient in prompt engineering and follows its steps accurately. Furthermore when a prompt takes the form of a question or request with a definitive answer, potentially derived from a documented source on the internet or through straightforward logical or mathematical computation, the responses generated by GPT-4 exhibit a high degree of accuracy. However, false responses (hallucinations) by LLMs occur when the user enters prompts that have no single correct answer.

Notably, neither Bard nor ChatGPT-4 have undergone specialised training for healthcare or medical applications, as their training objectives primarily revolved around achieving broad cognitive capability. The main difference between Google Bard and ChatGPT is that the former is trained on a dataset that includes text from the internet, while the latter is trained on a dataset that includes text from books and articles. This means that Google Bard is better equipped to provide current event-related information, while ChatGPT is more likely to offer accurate responses to factual queries. This study revealed that both Google Bard and ChatGPT provided incorrect and fake references in all categories, and their effectiveness is limited due to their inability to critically analyse research findings and lack of scientific precision and reliability.

Upon further analysis, the authors found that GPT-4 outperformed Google Bard in overall performance. This result is consistent with previous studies by Ali et al., who observed that ChatGPT-3.5 achieved a higher percentage of accurate responses in neurosurgery oral board examinations than Google Bard (62.4% vs. 44.2%). GPT-4 demonstrated superior performance in all sleep medicine exam categories and achieved a higher overall score of 68.1% when compared against both GPT-3.5 (46.8%) and Google Bard (45.5%). However, very few studies have explored the efficiency of GPT-4 owing to its recent launch. Gilson et al. observed that ChatGPT marks a significant improvement in natural language processing models on the tasks of medical question answering. Toyama et al. found that ChatGPT plus based on GPT-4 scored 65% when answering the Japanese questions, outperforming ChatGPT-3.5 and Google Bard. This highlights the potential of using LLMs to address advanced clinical questions in the field of radiology in Japan. Naureen et al. claims that in a country like Pakistan, there is a strong need to improve knowledge and introduce a positive attitude towards the use of AI tools such as ChatGPT in dental students. The research related to assessing the efficiency of AI tools is useless if students are not motivated to use them for the study purposes. In another local study, Husain et al. evaluated the potential of ChatGPT to help students in their assessments via MCQs at different levels of cognition using different subjects of internal medicine. It solved C2 MCQ’s by 80% but scored 69% and 54% in C1 and C3 categories, respectively. Conversely, Huh’s investigation revealed that ChatGPT’s proficiency in parasitology falls short when juxtaposed with that of a Korean student. Likewise, the research conducted by Juhi et al. indicates that ChatGPT exhibits only partial reliability in forecasting and elucidating drug-drug interactions within the realm of pharmacology. The present study results affirm the notion that in clinical settings employing language models, it is imperative for the users to assess the originality and relevance of the model’s response about a certain topic, disregarding the apparent level of confidence expressed.

Even though GPT-4 gave good and strong answers about the three studied topics, still orthodontics requires more precise answers because ChatGPT includes both science and false information found in advertisements, social media, and websites.

The strength of this investigation lies in the significant consensus observed among the evaluators (ICC 0.865 for Bard and 0.869 for GPT-4), which is potentially attributed to the provision of a precisely defined assessment key. This ensures a uniform scoring method for each question. Evaluators’ familiarity and proficiency in evaluating orthodontic queries might have played a role in fostering more harmonised judgements. The study acknowledges limitations, including a subjective bias in the scoring approach, despite preparing the answer key beforehand. Additionally, Google Bard, which is based on PaLM2, lacks fine-tuning for medical purposes, unlike Med-Palm 2. The authors anticipate that GPT-4’s continued evolution and potential improvements will contribute to the field of dentistry, specifically orthodontics, and adapt to the rapid evolution of AI in dental healthcare.

**CONCLUSION**

The comprehensive evaluation demonstrated that GPT-4 surpassed Google Bard in all three domains: MARPE, CA, and
CBCT. This suggested that the majority of the scores achieved by GPT-4 were categorised as moderate to highly accurate. With its improved problem-solving abilities and broadened knowledge base, GPT-4 has shown to be a dependable source of information in orthodontics. As AI advances, it holds potential as a valuable asset in orthodontics. However, it is crucial to recognise the intricate nature of AI capabilities and continually assess their performance in specific fields.
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